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Abstract—This paper presents an overview of MOS transistor
modeling for RF integrated circuit design. It starts with the de-
scription of a physical equivalent circuit that can easily be imple-
mented as a SPICE subcircuit. The MOS transistor is divided into
an intrinsic part, representing mainly the active part of the device,
and an extrinsic part responsible for most of the parasitic elements.
A complete charge-based model of the intrinsic part is presented.
The main advantage of this new charge-based model is to provide
a simple and coherent description of the dc, ac, nonquasi-static
(NQS), and noise behavior of the intrinsic MOS that is valid in
all regions of operation. It is based on the forward and reverse
charges and defined as the mobile charge densities, evalu-
ated at the source and at the drain. This intrinsic model also in-
cludes a new simplified NQS model that uses a bias and frequency
normalization allowing one to describe the high-order frequency
behavior with only two simple functions. The extrinsic model in-
cludes all the terminal access series resistances, and particularly
the gate resistance, the overlap, and junction capacitances as well
as a substrate network. The latter is required to account for the
signal coupling occurring at RF from the drain to the source and
the bulk, through the junction capacitances. The bias dependence
of these components is discussed, mainly focusing on the overlap
capacitances. The noise model is then presented, including the ef-
fect of the substrate resistances on the RF noise parameters. All the
aspects of the model are validated for a 0.25-m CMOS process.
The simulation results of the -parameters, the transit frequency,
the noise parameters, and the RF large-signal characteristics show
an excellent agreement with the measured data.

Index Terms—Modeling, MOS devices, MOSFETs, RF CMOS,
semiconductor device modeling.

I. INTRODUCTION

T HE aggressive scaling of deep-submicrometer CMOS
technologies that has been going on for more than 25

years has allowed an increase in the number of transistors
per chips and, hence, has extended the functionality while at
the same time dramatically pushing the speed performance
[1]. Although these tremendous speed improvements have
been mainly driven by the requirements of very large scale
integration (VLSI) digital chips, they can also be exploited for
analog RF circuits [2], [3]. Today, ultra deep-submicrometer
(UDSM) technologies have cached-up or even surpassed the
transit frequencies achieved by bipolar transistors [4]. The

Manuscript received May 3, 2001.
The author is with the Swiss Center for Electronics and Microtechnology,

CH-2007 Neuchatel, Switzerland (e-mail: christian.enz@csem.ch).
Publisher Item Identifier S 0018-9480(02)00846-3.

transit frequency of a 0.13-m gate length MOS transistor can
reach the 80-GHz region compared to the 50–70-GHz region
obtained with a bipolar transistor from a SiGe process [4]. This
clearly opens the door to full CMOS highly integrated solutions
for wireless applications. Of course, high and are not
enough. Good noise performance and low-power consumption
are required as well. Since the noise figure is also decreasing
when increasing the transit frequency [5]–[8], it also takes
advantage of the down-scaling of the transistor length [8]. The
power consumption is still larger than what you would get from
bipolar implementation, but this is changing thanks to scaling.
The operating points are moving from strong inversion toward
weak inversion, improving the current efficiency and making it
closer to what is obtained with a bipolar transistor.

After several years of intensive research that has demon-
strated the feasibility of using CMOS technologies for RF
applications, real products using CMOS also for the RF portion
of a chip are now emerging. Several examples of single-chip
systems for Bluetooth, including the radio transceiver together
with the baseband digital processor, and fully integrated in
CMOS have been presented recently [9]–[11]. Other examples
of RF CMOS chips can be found in the literature [12].

Nevertheless, the design of RF integrated circuits (ICs) for
real products remains a challenge due to the strong constraints
on power consumption and noise that leave little margin for the
RF IC designer. It is, therefore, crucial to be able to accurately
predict the performance of CMOS RF circuits in order to im-
prove design efficiency and reduce the time-to-market. This re-
quires MOS transistor compact models that are accurate over a
wide range of bias, from dc to RF and for a large set of geome-
tries.

This paper presents an overview of MOS transistor modeling
for RF IC design. Section II describes the equivalent circuit of an
RF MOS transistor starting from its structure and layout. It also
discusses some practical issues related to the implementation of
the complete RF MOST model in a simulator such as SPICE.
Section III briefly presents a very compact charge-based model
of the MOST valid in all modes of operation. This is required
since the down-scaling of the transistor geometry is accompa-
nied by a reduction of the supply voltage and of the overdrive
voltage that pushes the operating points more and more from
the usual strong inversion regime toward moderate or even weak
inversion. A complete small-signal model is described in Sec-
tion IV. It includes a simple charge-based model of the intrinsic
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Fig. 1. Layout of a typical RF MOS transistor.

part of the MOST that accounts for nonquasi-static (NQS) op-
eration. Section V discusses the noise properties of the MOS at
HF and gives simple expressions for the four noise parameters.
Finally, the large-signal operation at RF is briefly presented in
Section VI.

II. MOS TRANSISTOREQUIVALENT CIRCUIT AT RF

A. RF MOS Transistor Structure and Layout

RF MOS transistors are usually designed as large devices in
order to achieve the desired transconductance required to make
the transistor operate up to RF. As shown in Fig. 1, they are
usually laid out as multifinger devices, because in deep-sub-
micrometer CMOS processes the maximum finger length (cor-
responding to the unit transistor width ) is limited. This is
due to the so-called “narrow-line effect” increasing the silicided
polysilicon sheet resistance as the finger width (corresponding
to the transistor gate length ) decreases due to grain boundary
problems [13]. Typical devices have up to 10 or more fingers.
The total transistor effective width is then simply .

A cross section of a single-finger MOS transistor is presented
in Fig. 2(a) together with the corresponding simplified equiva-
lent circuit, which is discussed in the following section.

B. Equivalent Circuit at RF

Although it is always possible to have a detailed equivalent
circuit that accounts for all the physical elements that are part
of the RF MOS transistor, it is often too complex to be imple-
mented as a compact model or a subcircuit for circuit simulation
purposes. Moreover, many of the component values would be
difficult or even impossible to extract and the subcircuit would
contain too many internal nodes, which would significantly re-
duce the simulation efficiency. As is often the case in modeling,
a tradeoff has to be found between accuracy and efficiency. A
good compromise is obtained when simplifying the complete
detailed equivalent circuit to the one presented in Fig. 2(b),
which from experience has shown to be sufficient for most RF
circuit simulations. This equivalent circuit is made of the in-
trinsic part of the MOST, corresponding to the active part of
the device and represented in Fig. 2(b) by the MOST symbol

. All the other elements are only parasitic components cor-
responding to the extrinsic part of the device. They are made
essentially of capacitances and resistances that play an increas-
ingly important role as the operating frequency rises. Both the

Fig. 2. MOS transistor equivalent circuit. (a) MOS transistor cross section.
(b) Equivalent subcircuit.

intrinsic and extrinsic models of the MOST will be described in
details in the following sections.

Note that the equivalent circuit of Fig. 2(b) does not include
the parasitic components related to the test structure, such as
the pad capacitances and the lead series resistances and induc-
tances. The latter will have to be carefully deembedded from the
measurements to bring the reference planes close to the useful
device. For example, all the measurements presented afterwards
have been cautiously deembedded using a two-step procedure
[14]–[16].

C. Practical Implementations Issues

The MOS compact models available in circuit simulator such
as SPICE have four terminals but do usually not include the
gate resistance nor the substrate network. In order to have ac-
cess to the internal nodes of the RF MOS transistor and im-
plement the equivalent circuit of Fig. 2(b) in a SPICE simu-
lator, most of the time a subcircuit approach is used. Note that
not all the extrinsic components that are already available in
the compact model (i.e., source and drain resistances, overlap
capacitances, and junction diodes) can be used. For example,
the source and drain series resistors in most compact models
are only “soft” resistances embedded in the expression used
to calculate the drain current. They account for the dc voltage
drop across the source and drain resistances and its effect on
the static drain current, but they do not add any poles and are,
therefore, invisible for ac simulation. Therefore, they have to be
added outside of the compact model as “real” resistors. Also, the
source-to-bulk and drain-to-bulk diodes of the compact model
have their anodes connected to the same node. Depending on
the substrate network, their anodes have to be connected to two
separate nodes [as shown in Fig. 2(b)]. In this case, the diodes
internal to the compact model have to be turned off and two ex-
ternal diodes and have to be added. The overlap capac-
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Fig. 3. CMOS process supply voltage scaling [17].

itances and are usually also part of compact models,
but not all provide good bias-dependent models. This bias de-
pendence must be accounted for in order to obtain a RF MOST
model that is valid over a large bias range. All these extrinsic
components will be discussed in detail in Section IV.

Before looking at the RF operation, it is important to have a
good dc model, since all the small-signal parameters are derived
from it. A very compact charge-based dc model is summarized
in the following section.

III. DC M ODEL

As illustrated in Fig. 3 [17], due to technology scaling, the
supply voltage had to be decreased progressively from the tra-
ditional 5 V used for older CMOS technologies (typically larger
than 0.5 m), down to 1.2 V for more recent 0.13-m UDSM
technologies, in order to reduce high electrical fields within
the device and, hence, avoid the related effects. The threshold
voltage can unfortunately not be scaled in the same proportion
without strongly increasing the drain leakage current, which af-
fects the static power consumption of digital chips. This results
in a decrease of the effective overdrive voltage , which,
in turn, moves the operating point of analog transistors more and
more from strong inversion to moderate inversion and eventu-
ally even into weak inversion. In this perspective, it is impor-
tant to have models that accurately predict the behavior of the
MOST in all regions of operation, from strong to weak inver-
sion, through moderate inversion. This motivates the following
dc model description, which is valid in all modes of operations.

The dc and ac operations as well as the noise model of the
MOST can be described in terms of the different charges stored
in the device and more specifically of the inversion mobile
charge density , evaluated at the source and drain ends of the
channel and defined as and , respectively [18]–[22].
This charge-based modeling approach has the following strong
advantages:

1) it is grounded on the device physics;
2) it provides simple analytical formulations (at least for

long-channel devices) that are valid in all modes of op-
erations, from weak to strong inversion;

3) it insures the coherence between the dc, ac and noise
models;

4) it covers a large frequency range.

Fig. 4. Different modes of operation of the MOST.

In this charge-based model, the drain currentis split into
the difference between a forward current and a reverse cur-
rent [23]

(1)

where and are the forward and
reverse current normalized to the specific current

[23] delimiting the regions of weak and strong in-
version with being the thermodynamic voltage.
Factor is the weak inversion slope, which depends on the
gate-to-bulk voltage and typically ranges from 1.6 in weak in-
version to 1.3 in strong inversion for an n-channel transistor
(1.4–1.2 for p-channel) [23]. Note that depends on the
transistor geometry according to . The
normalized currents and characterize the state of inversion
of the channel at the source and at the drain, respectively. They
can, therefore, be used to define different modes of operation as
illustrated in Fig. 4. The lines and delimit four dif-
ferent regions: weak inversion for and much smaller than
one (typically smaller than 0.1), strong inversion forand/or
much larger than one (typically larger than ten), and moderate
inversion for and/or close to unity (typically comprised
between 0.1–10). The 45line corresponds to . Re-
verse saturation corresponds to the region above this line where

and, therefore, the drain current is negative (it circulates
from the source to the drain). RF MOST are usually biased in
forward saturation corresponding to the region below the 45
line where and and shown by the darker zone
in Fig. 4. In saturation, is sometimes also called the inversion
factor. The upper right region corresponds to the triode region.
The forward and reverse normalized currents can be expressed
in terms of the normalized forward and reverse chargesand

[18], [20]

(2)

with and defined as

(3)
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Note that the first quadratic terms in (2) correspond to the
drift current circulating in strong inversion, whereas the linear
terms are the diffusion current dominating in weak inversion. In
moderate inversion, both drift and diffusion currents are present
and, therefore, both terms have to be accounted for. The nor-
malized forward and reverse charges are also related to the dc
small-signal parameters, namely the source and drain transcon-
ductances and according to

(4)

where and and are defined as

(5)

The gate transconductance is then simply calculated from (5)
as

(6)

From (2) and (4), it is easy to find a relation between the
transconductances and the current [20], [22]

(7)

In saturation, and, therefore, resulting
in the gate transconductance becoming simply proportional to
the source transconductance . In the linear re-
gion, the gate transconductance becomes zero since
and . Equation (7) can also be written in terms of
the transconductance-to-current ratio, which is a good factor of
merit to evaluate the current efficiency of a device. The normal-
ized relation in saturation is then given by [20], [22]

(8)

The higher the , the more efficient the device is. The
maximum of (8) equals one and is reached in weak inversion (for

), whereas it decreases like in strong inversion
(for ). The curve is very useful for the designers
since it helps to choose the appropriate operating point of the
device by selecting the right inversion factor.

The current and transconductances are related to the terminal
voltages through the forward and reverse chargesand ac-
cording to [21], [22]

strong inversion

weak inversion
(9)

and

strong inversion

weak inversion
(10)

where is the pinchoff voltage corre-
sponding to the value of the channel voltage for which the inver-
sion charge density becomes zero. For a long-channel transistor,

is also the drain-to-source saturation voltage above
which the transistor enters in forward saturation. This value is
then reduced by the effect of velocity saturation as described
below.

Strictly speaking, the partitioning of the drain current in a for-
ward and reverse mode is only valid as long as the mobility can
be considered as constant, which is the case at low electrical
fields. Mobility does not affect the charges and , which
depend on the terminal voltages. However, mobility mainly af-
fects the relations between the charges and the current and be-
tween the charges and the transconductances. The effects of mo-
bility reduction due to both the vertical electrical field and the
velocity saturation of the carrier due to a large lateral field, can
easily be incorporated into the specific current using the effec-
tive mobility defined as [21]

(11)

where is the low-field mobility, and are, respectively,
the total depletion and inversion charges,is a parameter typ-
ically equal to one-half, is a parameter defining the field
above which the effect of mobility reduction starts, and is
the saturated velocity of the carriers.

Since RF MOST are usually minimum length devices,
another important effect that has to be accounted for is the
channel length modulation (CLM). At the onset of forward
saturation, and the channel is pinched off on the
drain side. As increases above , the pinchoff point moves
toward the source causing the channel length to be reduced by
an amount . The saturation effect is a very complex two-di-
mensional (2-D) or even three-dimensional (3-D) phenomenon.
The channel reduction can be estimated from a quasi-2-D
analysis of the velocity saturation region near the drain [24]

(12)

where depends on the depth of the diffusion of the source and
drain extension (SDE) regions according to [24]

(13)

is a parameter proportional to and is the silicon
dielectric constant. The saturation voltage corresponding
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to the drain voltage at which the output conductance becomes
zero is given by [44]

(14)

where is the critical electrical field above which the carrier
velocity starts to saturate. As can be seen from (14), the satura-
tion voltage is equal to when velocity satu-
ration can be neglected (i.e., for )
and becomes smaller than the pinchoff voltage when
velocity saturation appears. The CLM effect strongly impacts
the output conductance in saturation.

Additional effects such as drain induced barrier lowering
(DIBL), reverse short-channel effect (RSCE) can be included
in the expression of the threshold voltage. The description of
these effects are beyond the scope of this paper and will not be
discussed here. The interested reader can refer to [25].

As mentioned earlier, the above equations are valid in all
modes of operation from weak to strong inversion. They will
be used below to describe the small-signal circuit.

IV. SMALL -SIGNAL MODELING AT RF

A. Intrinsic Part

A very general small-signal equivalent circuit of the intrinsic
part of the MOST valid in all regions of operation, including
NQS mode, is presented in Fig. 5(a) [26], [28]. The currents of
the voltage-controlled current sources (VCCSs) are defined by

(15)

where the gate transadmittance depends on the source and
drain transadmittances and according to

(16)

The source and drain transadmittances can be expressed as a
product of a bias-dependent term corresponding to the low-fre-
quency transconductances and and a function that
accounts for NQS effects and, hence, for the frequency depen-
dence [28]

(17)

with [28]

for: (18)

where is a function of the frequency,
which is normalized to . As indicated in (18), for

, reduces to a first-order function having a pole
equal to . The cutoff frequency corresponds, therefore,

Fig. 5. Small-signal equivalent circuit of the intrinsic part of the MOST in
NQS and QS operation.

to the frequency limit between quasi-static (QS) and NQS oper-
ation: for frequencies below , the intrinsic transistor operates
in QS mode, whereas for NQS effects appear due to
the distributed nature of the oxide capacitance and the resistive
channel below. is plotted versus in Fig. 6(a) together
with the first- and second-order approximations. The time con-
stant is bias-dependent according to

(19)

with . In saturation ( ), (19) re-
duces to

strong inversion

weak inversion.

(20)
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Fig. 6. Transadmittance� and admittance� NQS functions. (a) Transadmittance� NQS function. (b) Admittance� NQS function.

In strong inversion, decreases as the inverse of the square
root of the drain current (or equivalently inversely to the gate
overdrive voltage), whereas in weak inversion, it becomes bias-
independent. Note that it is identical to what is obtained for the
diffusion time constant in the bipolar transistor.

The transadmittance NQS function has been verified ex-
perimentally on a long-channel NMOS transistor for different
operating points in saturation and is plotted in Fig. 7. The fact
that all the measured curves fall close to each other and are in ex-
cellent agreement with the theory clearly validates the transad-
mittance normalization as well as the frequency
normalization with . Similar results have been obtained on
shorter channel devices at different biases [28].

The admittance can also be decomposed into a product

(21)

where is the total gate oxide capacitance,
is a normalized capacitance that depends only on the bias

condition according to

(22)

and is a transfer function that accounts for NQS effects. A
general expression valid in all regions of operation is given in
[28]. In saturation, it simplifies to

for

(23)
As shown in (23), for , reduces to a first-order

function having a cutoff frequency equal to twice that of the
transadmittance function given by (18) [25]. NQS function

Fig. 7. Forward transadmittancey illustrating the analytical model
accounting for NQS effects.

is plotted versus in Fig. 6(b) together with the first- and
second-order approximations. It clearly shows the45 asymp-
tote of the phase reached for , which is characteristic
of NQS effects. In order to verify the NQS function exper-
imentally, a very long channel PMOS transistor was chosen in
order to bring the NQS frequency down to sufficiently low fre-
quency and keep the effect of parasitic extrinsic components as
small as possible in order to make the measurement easier and
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Fig. 8. NQS function� measurements.

avoid deembedding. The magnitude and phase ofare plotted
in Fig. 8, where the symbols correspond to the data measured in
the linear region ( ) for several gate voltages. It shows
an excellent agreement with theory for a broad range of gate
voltages and over three decades of frequency. Other measure-
ments made on shorter channel devices gave similar results [28].

Note that in strong inversion and in saturation (i.e., for
and ), the normalized capacitance (22) reduces to the

well-know 2/3 value, whereas in the linear region (i.e., for
) it reduces to 1/2. In weak inversion (i.e., for both

and ), the capacitance function reduces to , which
corresponds to a diffusion capacitance sinceis proportional
to the current in weak inversion.

Admittance is obtained by symmetry by permuting
and in (22), whereas is related to according to [23],
[26]

(24)

Symmetrically is linked to by [23], [26]

(25)

Admittance can be computed from and ac-
cording to [28]

(26)

The above formulation is very compact although it covers
a wide range of bias and frequency range. It requires to know

Fig. 9. Source and drain resistances.

the forward and reverse normalized currentsand extracted
from the operating point bias information. The transconduc-
tances and and the forward and reverse chargesand

can then be computed from and using (7). Knowing
and allows for the calculation of and and and
all the transadmittances and admittances of the small-signal cir-
cuit of Fig. 5(a).

For frequencies much below , the NQS function can be
further simplified to its QS approximation
resulting in [26]

(27)

and

(28)

in saturation. , , and
are the source, drain and gate transcapacitances ac-

counting for the nonreciprocity of the capacitances [25]. The
transadmittances given by (27) and (28) correspond to the re-
sult obtained from a simple QS analysis by partitioning the
channel charge linearly between the source and drain [30]. It is
worth mentioning that any charge-based compact model, such
as BSIM3v3, MOS Model 9 or EKV, are inherently QS models
and, therefore, have transcapacitances given by (27) and (28).
As illustrated in Fig. 6(a), although the phase of the transadmit-
tances given by (27) are equal to that of the first-order model,
their magnitude increases with frequency aboveinstead of
decreasing as the first-order and higher order models predict.
This difference has to be accounted for when implementing an
NQS model on top of a charge-based model to avoid wrong
magnitude and phase characteristics.

In QS operation, the admittance NQS function simply reduces
to unity and, hence, the admittances , , , , and

become simple capacitors , , , , and .
The general NQS circuit of Fig. 5(a), therefore, reduces to the
simple QS small-signal circuit shown in Fig. 5(b).

B. Extrinsic Part

At RF, the extrinsic part of the MOST plays an increasingly
important role. It is mainly made of the series resistances,

, and accessing, respectively, the source, drain, and gate
intrinsic nodes. As shown in Fig. 9, the source and drain resis-
tances are made of different parts including the via resistance

, the salicide resistance , the salicide-to-silicon contact
resistance and the SDE region resistance . The total
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resistance is usually dominated by the contact and SDE resis-
tances [13], [26], [27]

(29)

with

- - (30)

where is the length of the SDE region and is the half
width of the diffusion regions as shown in Fig. 9. The typical
values of the sheet resistances are 0.9–1.1 k/square for -
and 2–4 /square for - . The total via resistance de-
pends on the number of via per finger with typically 3–6resis-
tance per via. As can be seen from the above numbers, the total
resistance is usually dominated by the contact and the SDE re-
sistances. Note that the contact resistance does not scale
with the length of the salicide above a certain minimum value
(typically ). This is due to the fact that most of the cur-
rent flows within the salicide instead of going to the diffusion
because of the latter higher resistivity. Therefore, increasing the
salicide width above the minimum does not reduce the con-
tact resistance even though the bottom contact area between sali-
cide and silicon is increased. Since the SDE region length
is almost constant, the total source and drain resistancesand

only scale with the finger width and the number of fingers
according to

(31)

where is the drain-to-source resistance, which is typically
ranging from 0.8–1 k m for a 0.25- m process and may be-
come much less for more advanced UDSM processes.

The gate resistance is made of the salicide and polysilicon
resistances and is given by [6], [27]

- (32)

where - is the gate salicide sheet resistance. RF MOS tran-
sistor are usually very wide and the factor 1/3 accounts for the
distributed nature of theRCline across the channel (in the width
direction) [31], [27]. It is well known that, if the gate is con-
nected by metal lines on both the source and drain sides, the
gate resistance is four times smaller than what is obtained for a
gate connected only on one side [25]. Factoraccounts for this
and is equal to unity for a gate contacted on one side and to 1/4
for a two-side contacted gate.

Note that the real part of the input impedance when looking
into the gate of a common-source transistor in saturation is not
constant over bias as (32) would predict. Measurements have
shown a strong bias dependence [32], which cannot come from
the gate nor from the source series resistances, but is due to
the NQS behavior of and . Indeed, in saturation and
in strong inversion, it can be shown that the real part of the

impedance when looking into theintrinsic gate terminal of
Fig. 5(a) is given by

(33)

where has been used. decreases inversely propor-
tional to the overdrive voltage – , as observed in [32].
This bias dependence can strongly affect the maximum avail-
able power gain and cause large deviations resulting in an over-
estimation of [32]. It is, therefore, interesting to note that,
even though NQS effects may not show up in theparameter,
they have to be accounted for in to correctly capture the
bias dependence of the input impedance. This is currently not
the case of most compact models, which only offer very poor
NQS models.

All the parts of the gate electrode that are not directly on
top of an active part of the device contribute to the overlap
capacitances. As shown in Fig. 9, the source and drain dif-
fusion extensions under the gate create the gate-to-source
and gate-to-drain overlap capacitances and , and
the extensions of the gate over the substrate corresponds
to the gate-to-bulk overlap capacitance . Capacitances

and are strongly bias-dependent due to the SDE
regions [33]. The overlap portion of the SDE regions behave
similarly to a MOS capacitor of the opposite type than the
channel. Therefore, when the transistor is biased in inversion,
the overlap SDE regions may be in accumulation [33]. The
parasitic capacitances due to fringing electrical fields also
significantly contribute to the overlap capacitances (typically
more than 20%). This is particularly true for UDSM processes
where the vertical dimensions become larger than the lateral
dimensions and, hence, favor the fringing capacitances. The
bias dependence is, therefore, very difficult to model since
it involves 3-D effects. Good results have been obtained in
saturation by using the following simple empirical relations
[34], [35], [27]:

-

-

-

-
(34)

where - , , , - - , ,
, and - are all parameters. Fig. 10 shows the

gate-to-source and gate-to-drain capacitances extracted from
an -parameter measurement made at 1 GHz (symbols of the
upper plots). The overlap capacitances are then obtained by
subtracting the intrinsic capacitance obtained from simulations
using a compact model (EKV v2.6 in this case) (symbols of
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Fig. 10. Overlap capacitances bias dependence. (a) Total gate-to-source capacitance (top) and extracted overlap capacitance (bottom). (b) Total gate-to-drain
capacitance (top) and extracted overlap capacitance (bottom).

lower plots). The result is then fitted with (34). The fitted
capacitances are shown in Fig. 10 by the lines. In the scalable
model, parameters - , , - , and
are scaled with geometry.

The substrate network shown in Fig. 2(b) will be discussed in
the following section.

C. Intra-Device Substrate Coupling

Athigh frequency, the impedancesof the junctioncapacitances
become small enough so that the RF signal at the drains couples
to the nearby source diffusions and to the bulk contact through
the junction capacitances and the substrate. The doping levels of
UDSMCMOSprocessesaresufficientlyhighsothat thesubstrate
canbeconsideredaspurely resistiveand,hence, thiscouplingcan
be modeled by a resistive network. Depending on the technology
and on the frequency range to be covered, this network can re-
duce to a simple resistance or may need to be more complex. A
good compromise is to use theresistive circuit made of resis-
tances , and , as shown in Fig. 11 [26], [27]. Resis-
tance represents all the coupling occurring from drains to
sources, whereas and correspond to the coupling from
sourceanddrain tobulk.Sinceall thesource(drain)diffusionsare
connected together via metal layers (assumed to have negligible
resistancescomparedtothesubstrateresistances),thejunctionca-
pacitances and aswellasthesubstrateresistances ,

, and can reasonablybe approximatedas the parallel con-
nection of all individual source and drain junction capacitances,
source-to-drain, source-to-bulk and, respectively, drain-to-bulk
resistances. Resistances and are basically dominated by
thesource(drain)diffusions,whichare theclosest to thesubstrate
contact. Their scaling strongly depends on the geometry of the
bulk contact. For example, if there are only bulk contacts at each
end of the device as shown in Fig. 12(a), and are deter-
minedmainlyby thesourceanddraindiffusions thatareclosest to
the substrate contact, resulting in a scaling with the finger width.
The scaling law becomes much more complex in the more real-

Fig. 11. Intra-device substrate coupling.

istic case where the substrate contact partly surrounds the diffu-
sions [“horse shoe” substrate contact of Fig. 12(b)]. In this case,
part of scales with the finger width and part depends on
the length of the lateral substrate contact, which is proportional
to thenumberof fingers. Thesubstrate resistancesare inprinciple
alsobias-dependent due tochanges of the depletionwidth around
the diffusions, which affect the length of the resistive path. It is
shown in [40] that, for frequencies typically below 10 GHz, the

resistive circuit can be replaced by a single substrate resistance
corresponding to the parallel connection of and in

the circuit of Fig. 11 with . This substrate resistance
shows only a weak bias dependence [40]. Other substrate

networks have been published in the literature [36]–[41].

D. -Parameters Analysis and Measurements

Since the capacitances are all approximately proportional to
the total gate width and since the terminal resistances
are inversely proportional to , the time constant due to
the terminal resistances depend only on the gate length, the
overlap length or the diffusion width . The latter dimen-
sions are usually taken as minimum to achieve the highest cutoff
frequency. Therefore, the poles due to the terminal resistances
are typically at a much higher frequency than the transit fre-
quency, so that they basically can be neglected when calculating
the -parameters and the related quantities. Neglecting also the
substrate resistances in the small-signal circuit of Fig. 2(b) (i.e.,
assuming that they are zero) allows one to derive the following
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Fig. 12. Substrate contact and approximative scaling of the substrate resistances.

Fig. 13. Comparison between the measured, simulated, and analyticalY -parameters (n-channel,N = 10,W = 12 �m,L = 0:36 �m, andV = V =

1 V).

analytical expressions for the-parameters [26]:

(35)

where is the total gate capacitance and
all capacitances in (35) include both the intrinsic and extrinsic
parts

(36)

with , being the source-to-bulk and drain-to-bulk junc-
tion capacitances, respectively. The right-hand side approxima-
tions of (35) are obtained by assuming that . One
of the advantage of having the simple analytical expressions for
the -parameters given by (35) is that they can be used for a di-
rect extraction of the RF model parameters from measurements
as presented in [42] and [43]. For example, can be extracted
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Fig. 14. Comparison between the measured and simulatedY -parameters versus inversion factori = I =I (n-channel,N = 10, W = 12 �m,L =

0:36 �m).

from and from . In the linear re-
gion, and , whereas in
saturation , and, therefore, .
The gate resistance can be extracted as .
The extraction of the substrate resistances requires a more com-
plicated procedure described in [42] and [43].

The equations comprising (35) have been verified experimen-
tally in Fig. 13, which shows a comparison between the mea-
sured (after a two-step deembedding process), the simulated,
and the analytical -parameters for an n-channel transistor with

, m, and m. The simu-
lations have been performed with the complete QS model of
Fig. 2(b) using the EKV v2.6 compact model. As can be seen
from Fig. 13, the analytical expressions (dashed lines in Fig. 13)
match the measurements very well even up to 10 GHz, except
for . This discrepancy is due to the intra-device sub-
strate coupling effect, which was not accounted for in the above
analysis. Note that Fig. 13 also shows that there may be a big
discrepancy in if the transcapacitance in (35) is ne-
glected. The simulations with the complete QS model (straight
lines in Fig. 13) show a very good match with measurements in-
cluding the output admittance . Note that the discrepancies
in are not critical since is dominated by its imagi-
nary part corresponding approximately to . Similar results
have been obtained for other operating points and other device
geometries using the same scalable model [26], [27]. Good re-
sults have also been achieved when using the compact model
BSIM3v3 instead of EKV v2.6 [26], [27].

A good fit of the -parameters over frequency at a particular
operating point is not to difficult to achieve. On the other hand,

having the simulated -parameters fit the measurements over a
wide range of bias at a given frequency is much more difficult
to achieve. It not only requires an accurate intrinsic compact
model but also accurate bias-dependent models for the extrinsic
components as discussed above. The bias dependence of the de-
scribed model has been checked at 1 GHz over a wide bias range
by sweeping the gate voltage. The-parameters measured and
simulated for the same device are plotted versus the inversion
factor in Fig. 14. An excellent fit is obtained over more than
three decades of currents, which validates the bias-dependent
model presented above.

Another way to evaluate the bias dependence of a model
is by looking at the transit frequency . It is defined as
the frequency for which the extrapolated small-signal cur-
rent gain drops to unity, which results in

. Since is proportional to and
is proportional to , is inversely proportional

to . Note that this is only true at low lateral electrical field
where there is no velocity saturation. If the carriers’ velocity
is saturated, the is proportional to , but becomes
independent of and, therefore, then roughly scales as

instead of as would be expected.
The measured for two n-channel transistors having dif-

ferent gate lengths are plotted in Fig. 15 versus the inversion
factor . The simulation results agree well with the measured
data over a wide bias range. Note that the peaking ofis due to
the transistor leaving saturation and entering the triode region.
At this point, the transconductance starts to saturate or even de-
crease, while the gate-to-drain intrinsic capacitance starts to in-
crease, making the reach a maximum and then decrease.
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Fig. 15. Transit frequencyf versus inversion factori = I =I for two
different transistors.

Fig. 16. Noise sources in the MOS transistor in saturation.

V. NOISE MODELING AT RF

A. Noise Sources in the MOS Transistor

The different noise sources in the MOS transistor are shown
in Fig. 16. They include: the noise at the drain having a power
spectral density (PSD) , constituted by the channel thermal
noise and the flicker noise

, the terminal resistances thermal noise
, , ,

and the substrate resistances thermal noise ,
, and . The flicker

noise mainly affects the low-frequency performance of the de-
vice and can be ignored at high frequency.1 In addition to the
channel thermal noise at the drain, at high frequency the local
noise sources within the channel are capacitively coupled to the
gate and generate an induced gate noise.

1Flicker noise is nevertheless important for some RF circuits such as mixers
or oscillators that up-convert the low-frequency noise around the carrier and
deteriorate the phase noise or the signal-to-noise ratio.

B. Channel Thermal Noise

Although all the noise sources contribute to the total noise at
high- frequency, the dominant contribution still comes from the
channel thermal noise having a PSD given by

(37)

with

(38)

where is the Boltzman constant and
the absolute temperature. is the channel thermal noise

conductance and is a bias-dependent noise excess factor [44],
defined as

(39)

where is the total channel charge normalized to

(40)

For long-channel devices biased in the linear region (i.e., for
and ), and, therefore, the noise excess

factor is equal to unity, whereas in saturationsimplifies to

(41)

which reduces to in weak inversion and in strong
inversion. The value of the noise excess factor in saturation,
defined as , varies from 1/2 in weak inversion to 2/3 in strong
inversion. is related to another factor defined as [44]

(42)

is a good figure of merit to compare the thermal noise per-
formance of different transconductor implementations. is
proportional to and is typically equal to unity in strong in-
version.

For short-channel devices biased in strong inversion and in
saturation, the lateral electrical field might become larger than
the critical field resulting in the carrier velocity to saturate
close to the drain and eventually even all along the channel.
Since the carrier velocity is limited, an additional charge builds
up in the saturation region close to the drain resulting in addi-
tional thermal noise and, therefore, in an increase of the noise
excess factor compared to the long-channel value
2/3 . For electrical fields that are above some threshold
field , often taken equal to , the cinetic energy of the car-
riers increases and the collisions with the lattice become more
frequent. The thermal equilibrium existing between the mobile
carriers and the lattice is then perturbed, giving rise to hot car-
riers. This effect can be modeled by a carrier effective tempera-
ture larger than the lattice temperature [45] resulting in a higher
thermal noise and a larger noise excess factor than at low elec-
trical field.

It is still not clear whether the increase of is mainly due to
velocity saturation or hot carriers or both. Measurements made
on an old process have shown a noise excess factor as high as
five, attributing these high values mainly to hot carriers [46].
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Fig. 17. Channel thermal noise capacitive coupling to the gate resulting in
induced gate noise.

More recent measurements have been made on several CMOS
technologies and have shown that the noise excess factor indeed
increases for deep-submicrometer devices but remains below
two [47]. It is also shown in [47] that usually the contribution
of the hot carriers can be neglected and that the increase ofis
mainly due to velocity saturation. A more recent work [48], fol-
lowing the analysis initially made in [49], presents an analytical
model for noise that include both the effect of velocity satura-
tion and hot carriers. Measurements show that the contribution
of hot carriers in the saturated part of the channel on the drain
becomes equal to the contribution due to thermal noise in the
part of the channel that is not saturated and where the carriers
are at thermal equilibrium [48].

A recent work [51] claims that the traditional approach using
a voltage noise source in the channel to model the contribution
of an elementary noisy piece of channel is incorrect due to spa-
tial correlation of the different voltage sources that have to be
summed to get the total noise due to the channel. Numerical
noise simulations using local current noise sources [50] have
shown that the physical origin of the excess noise is caused
by a higher local ac resistance near the source junction [51].
Noise simulations resulted in a noise excess factor increase for
short-channel devices, reaching a typical value of two for de-
vices having a 0.25-m channel length [50], [51].

C. Induced Gate Noise

As illustrated in Fig. 17, at high frequency, the local channel
voltage fluctuations due to thermal noise couple to the gate
through the oxide capacitance and cause an induced gate noise
current to flow [5], [25], [44], [54]. In saturation, most of the
channel charge is located on the source side and, hence, this
noise current can be modeled by a single noisy current source

connected in parallel with , as shown in Fig. 16, with a
PSD given by [5]

(43)

where [5]

(44)

where is a bias-dependent factor that is equal to 4/3 for a long-
channel device in saturation and [5], [54]. Since
the physical origin of the induced gate noise is the same as for
the channel thermal noise at the drain, the two noise sources

and are partially correlated with a correlation factor [5],
[44], [54]

(45)

where is the cross-power spectral density [25]. For a
long-channel transistor in strong inversion, in satura-
tion [5], [44], [54]. The frequency dependence and scaling of
the correlation coefficient has recently been investigated using
device noise simulations. Contradictory results have been re-
ported. In [52], it is shown that both the imaginary and real
parts of are frequency-dependent. The real part ofis negative
and tends to zero at low frequency [52]. At a given positive fre-
quency, its value tends to decrease when reducing the channel
length [52]. On the other hand, the imaginary part ofis positive
and tends to increase when reducing the channel length [52].
The results published in [53] show that the correlation factor

remains mainly imaginary (the real part is about ten times
smaller than the imaginary part) and that its value is slightly
smaller than the long-channel value of 0.4 for short-channel de-
vices (it typically ranges from 0.35 to 0.3 for )
[53]. A more recent study has compared the results obtained
from drift-diffusion (DD) and hydro-dynamic (HD) simulations
[50]. It is shown that only the HD formulation give rise to an
increase of both and when reducing the gate length [50].
Values as high as two and four were obtained forand , respec-
tively, for a 0.25- m length n-channel MOST. Note that the ratio

remains approximately independent of the channel length
[50]. On the other hand, both DD and HD models

yield an increase of the correlation factorup to a value com-
prised between 0.7 and 0.8 for the same device [50]. Today, it is
hard to draw any conclusions from these simulation results. The
only observation that can be made from these different results is
that for frequencies far below the cutoff frequency (typically ten
times lower), the correlation coefficient remains mainly imagi-
nary.

The induced gate noise is not implemented in all compact
models yet (except for MOS Model 9 that includes the induced
gate noise but without the correlation and BSIM4 [55]).

By symmetry, there is also a substrate induced noise due to
the coupling of the channel thermal noise to the substrate [56],
but its effect seems to be negligible due to the smaller substrate
transconductance and the contribution of the substrate resistance
to thermal noise.

D. HF Noise Parameters

It is well known that a noisy two-port can be represented by
the same noiseless two-port and an input noise voltage source
having a PSD together with an input noise current
source having a PSD [5]. and depend on
the internal physical noise sources and are, therefore, generally
correlated. This correlation is accounted for by the correlation
admittance defined as [5]

(46)

A complete description of the noise always requires the fol-
lowing four parameters: , , and . The noise param-
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Fig. 18. Simplified small-signal schematic used for noise calculation.

eters can be evaluated from the simplified small-signal circuit
shown in Fig. 18,2 where it has been assumed that
and leading to a single substrate resistance

. The capacitances and have also been ne-
glected. After simplification, the following noise parameters are
obtained [26], [27]:

(47)

where accounts for the noise of the gate
and substrate resistances.is the noise PSD of the gate resis-
tance normalized to the input referred channel noise and
is the ratio of the output referred substrate resistance noise PSD
normalized to the output referred channel noise [26], [27]

(48)

Parameters and in (47) account for the induced gate noise
and its correlation to the drain noise [26], [27]

(49)

Note that both variablesand reduce to unity when the sub-
strate noise and the induced gate noise are both ignored. Equa-
tion (49) can be simplified by using the long-channel values of

and

(50)

where has been assumed. As already mentioned above,
to the first-order, the simplification may even hold for
short-channel devices since both and are affected the
same way by the short-channel effects. Using the above simplifi-
cation, and reduce to and .
Equation (47) shows that the induced gate noise does not affect

, but contributes to , , and through the factors and
. On the other hand, substrate noise may typically contribute to

2Notice the signs ofi andi , which are important for getting the correct
sign for the correlation factor. The sign convention is the same as in [5].

20% of whereas typically contributes to about 5% [26],
[27].

The HF noise is often characterized by a set of four other
parameters, namely, the minimum noise factor [or min-
imum noise figure ], the input referred
noise resistance , and the optimum source admittance

for which the minimum noise figure is obtained
[5]. Parameters , , and can be expressed in terms
of the two-port noise parameters , , , and according
to [26], [27]

(51)

and can written in terms of device parameters as

(52)

where the right-hand-side values have been obtained assuming
that , , , and . From
(52), it is seen that the source susceptance required for noise
matching is about 1.1 times larger than that required for power
matching. For , simplifies to

(53)

where the transit frequency has been approximated by
.

The noise parameters of an n-channel device have been mea-
sured and carefully deembedded using the methodology pre-
sented in [57], [58]. They are plotted in Fig. 19 and compared to
the results obtained from simulation using the complete subcir-
cuit of Fig. 2 with the additional induced gate noise source added
to the subcircuit (but not accounting for the correlation between
induced gate noise and drain thermal noise). Also plotted in
Fig. 19 are the results obtained from (47) and (51). The discrep-
ancies between the analytical and the measured results mainly
come from a wrong frequency behavior due to the simple equiv-
alent circuit used for the analytical derivation. Nevertheless, the
simple approximation given by (53) already gives a reasonable
estimation of the minimum noise figure. It can also be shown
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Fig. 19. Comparison between measured and simulated noise parameters.

that the effect of the correlation factor on is negligible
for the long-channel values of the parameters used above.

VI. L ARGE-SIGNAL MODELING

The previous sections mainly described the small-signal be-
havior, but a good model should also account for the large-signal
operation not only at low frequencies but also at RF. The low-
frequency large-signal behavior is mainly captured by the static
nonlinear – characteristics, whereas at RF the nonlinearities
of the capacitances may also contribute. The subcircuit model
given in Fig. 2(b) has been evaluated and compared to mea-
surements performed at 900 MHz. The simulations have been
performed with the BSIM3v3 compact model for the intrinsic
MOS using a harmonic balanced simulator. Note that the sub-
circuit parameters have been extracted from dc and-parameter
measurements and no additional fitting was required. Fig. 20(a)
shows the fundamental, second, and third harmonics versus the
input power for a given bias, whereas Fig. 20(b) presents the
same frequency components as a function of the bias drain cur-
rent for a given input power. The match between measurement
and simulation is good. The model even captures the different
nulls appearing in the second and third harmonics of Fig. 20(b).
The discrepancy observed in Fig. 20(a) for the third harmonic at
low input power is due to a measurement limitation. The match
slightly degrades at low bias (moderate and weak inversion).
Additional results for the MOS Model 9 compact model can be
found in [59].

VII. M ODERATE AND WEAK INVERSION FORRF CIRCUITS

The high transit frequency of UDSM CMOS processes can be
traded with power consumption to implement RF circuits op-

erating in the gigahertz frequency range. This can be done by
moving the operating point from strong inversion to moderate or
even weak inversion, in order to spend just the required power to
achieve the desired performance. There are several advantages
to bias the transistor in moderate or weak inversion. The first ad-
vantage is the increase of the current efficiency (measured by the

ratio), which results in a further reduction of the power
consumption. Secondly, the decrease of the bias voltages results
in lower electrical fields within the device. This avoids velocity
saturation and hot electron effects. Having no velocity satura-
tion results in scaling as compared to only when
velocity saturation is present. This means that scaling is more
effective for devices biased in the weak and moderate inversion
region than in strong inversion. Thirdly, having no hot electron
effects avoids the increase of the noise excess factor. Finally,
the reduction of the bias voltages better accommodates the use
of low supply voltages that are imposed by the scaling of UDSM
technologies.

On the other hand, moving toward weak inversion changes the
– characteristic from a quasi-quadratic to an exponential

function, which clearly degrades the device linearity. Moderate
inversion, therefore, represents a good tradeoff between power
consumption, noise and linearity.

Part of the power is just used to fight against the extrinsic
components such as overlap and junction capacitances. There
might be a concern that the time constants in moderate and
weak inversion might be completely dominated by these ex-
trinsic components and, therefore, counterbalance the advan-
tage of the current efficiency increase. A way to investigate
this issue is by looking at the total transit timedefined as

, which can be decomposed into ,
where corresponds to the transit time of the intrinsic part
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Fig. 20. Large-signal behavior. (a) Fundamental, second, and third harmonics
versus the input power. (b) Fundamental, second, and third harmonics versus
the bias current.

with being the total gate intrinsic capacitance
. The time constant represents ulti-

mately the lower time constant the device can achieve for a given
operating point. The time constant corresponds to the addi-
tional delay introduced by the extrinsic part of the device due
mainly to the overlap capacitances , where
is the total gate overlap capacitance .
It is shown in [7] that the extrinsic parasitics typically account
for about 40% of the total transit time in strong inversion and
about 50% in moderate inversion. This means that the increase
of parasitic to intrinsic time constant ratio does not degrade dra-
matically when moving the operating point from strong to mod-
erate inversion. This is another good reason for moderate inver-
sion to be considered for RF operation with deep-submicrom-
eter devices in order to meet the low-voltage and low-power re-
quirements.

VIII. C ONCLUSION

The scaling of deep-submicrometer CMOS technologies has
pushed the transit frequency to frequencies typically beyond 80

GHz. This makes CMOS a real challenger for realizing systems
that include also the RF front-ends of integrated transceivers.
The design of such RF CMOS integrated circuits requires MOS
transistor models that are accurate up to and even beyond the
GHz frequency range. In addition, to model all the physical ef-
fects that are affecting their dc characteristics, the models also
have to account for a number of effects that become predomi-
nant at higher frequency. The latter include a NQS description of
the intrinsic part of the MOS transistor as well as all the extrinsic
components, such as the gate, source, and drain resistances, the
substrate coupling resistances, the overlap and junction capac-
itances, that all play an increasingly important role at high fre-
quency. The downscaling of the technology is also combined
with a decrease of the supply voltage that results in a reduction
of the overdrive voltage – and consequently in a shift of
the operating points from the traditional strong inversion region,
into moderate or even weak inversion. In this perspective, it is
important that the model accurately predicts the behavior of the
MOST in all regions of operation, from strong to weak inver-
sion, through moderate inversion.

This paper presents a complete charge-based model of the in-
trinsic part of the MOST that include a new simplified NQS
model. The main advantage of this new charge-based model is
to provide a simple and coherent description of the dc, ac, and
noise behavior of the intrinsic part of the MOS transistor. It ba-
sically uses the forward and reverse chargesand defined
as the mobile charge densities, evaluated at the source and at the
drain, to describe the current, the small-signal components, and
the noise in all regions of operation. The new NQS model uses
a bias and frequency normalization that allows one to describe
the high-order frequency behavior of all the intrinsic transad-
mittances and admittances by only two functionsand . At
lower frequency, this model simplifies to the well-known QS
model.

All the extrinsic components are described in detail, partic-
ularly the important resistive substrate network. The latter ac-
counts for the ac coupling of the high-frequency signal from
the drain diffusions, through the junction capacitances, to the
nearby source diffusions and to the substrate contacts. This ef-
fect mainly affects the output admittance and can be mod-
eled by a simple resistive network. Although all these ex-
trinsic components show a bias dependence, it is generally suf-
ficient to account for the bias dependence of the junction and
overlap capacitances, leaving the resistances bias-independent.
A simple model for the bias dependence of the overlap capaci-
tance valid in saturation is also proposed.

The different noise sources in the transistor are described, in-
cluding the induced gate noise due to the capacitive coupling
of the local noise source within the channel to the gate ter-
minal. The increase of the thermal noise excess factorin short-
channel devices is mainly due to velocity saturation and eventu-
ally to hot carriers. The noise at high frequency is characterized
by four parameters, namely the input referred noise resistance

, the minimum noise factor , and the real and imagi-
nary parts and of the optimum source admittance for
which the noise factor is minimum. These parameters can be
transformed into the power spectral densities of the voltage and
current noise sources and the correlation admittance of the cor-
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responding noisy two-port -parameters representation.
The noise parameters of a simplified MOS transistor model in-
cluding the induced gate noise, the correlation between the in-
duced gate noise and the drain thermal noise, the substrate resis-
tance noise, and the gate resistance noise are derived. The ana-
lytical results as well as the simulation results obtained from the
complete subcircuit model are favorably compared to measure-
ments. This analysis also shows that the contribution of the sub-
strate resistance may be significant and should, therefore, not be
neglected, as is often the case. An example shows that the sub-
strate and gate resistances can typically contribute to about 20%
and 5%, respectively, to the total input referred noise resistance.

The complete RF MOS model has been implemented in a
SPICE simulator as a scalable subcircuit. It has been success-
fully validated over frequency up to 10 GHz, over geometry and
over a wide bias range on a 0.25-m CMOS process for both n-
and p-channel devices.

For some RF applications in the gigahertz range using ex-
isting or future UDSM processes, it may be advantageous to
move the operating point of the RF devices from strong in-
version to moderate inversion to take advantage of the higher

ratio and, therefore, of the higher current efficiency and
benefit from the lower electrical fields within the transistor. This
avoids velocity saturation and hot carrier effects, resulting in a
smaller excess noise factor . It also allows one to take full
advantage of the scaling of the transit frequency com-
pared to the scaling when velocity saturation is present.
Finally, moderate inversion also better accommodates the in-
creasingly stringent low-voltage constraint.
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